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ABSTRACT 
Philosophers of science often make reference — whether tacitly or explicitly — to the 
notion of a scientific community. Sometimes, such references are useful to make 
our object of analysis tractable in the philosophy of science. For others, tracking or 
understanding particular features of the development of science proves to be tied to 
notions of a scientific community either as a target of theoretical or social interven-
tion. We argue that the structure of contemporary scientific research poses two un-
appreciated, or at least underappreciated, challenges to this concept of the “scien-
tific community” in the philosophy of science. In particular, we will present two 
case studies from robotics research, broadly construed, which show that (1) the 
boundedness of the scientific community is threatened when private citizens can 
develop scientific and technological advances at minimal expense (democratiza-
tion), and (2) the discreteness of scientific research programs is threatened by the 
complexly interrelated environment of contemporary scientific work (interconnec-
tivity). Taken together, the extent of democratization and interconnectivity present 
a significant challenge for any practically oriented philosophy of science, one which 
we hope will be taken on directly by philosophers in the future. 

 

1. Introduction 

What are we studying when we are studying science? One obvious answer 
might be that we are studying the practices, claims, beliefs, theoretical or mate-
rial products, and so forth, of something called the scientific community. Any 
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such concept is, to be sure, historically situated. Over the course of the twenti-
eth century, paralleling the development of what we now call the received view 
in contemporary philosophy of science, we have seen a broad standardization 
of what it has meant to be a member of such a community (Shapin, 2010). The 
notion of the scientific community thus became deeply integrated in a whole 
generation of philosophy of science. Discussion of scientific paradigms in the 
Kuhnian sense, Lakatos’s research programmes, or even Bachelard’s picture of 
science as a series of epistemic ruptures all rely to varying extents upon our 
ability to distinguish such communities and their parts, track their change over 
time, and so forth. 

As we move well into the twenty-first century, we find that both the 
scientific and philosophical components of this view look quite different. First, 
the structure of science has radically shifted. Breakdowns in traditional institu-
tions of academia (including changes as diverse as the increasing precarity of 
the workforce and persistent calls for interdisciplinarity) have been matched by 
breakdowns in those same structures in private industry (see, e.g., Mirowski, 
2012). Second, the philosophy of science has itself changed. Two such trends, 
among many others, are worthy of note for us here. An increasing emphasis has 
been placed on the philosophy of science in practice, attempting to derive 
philosophical conclusions in the closest possible dialogue with practicing sci-
entists themselves (Soler et al., 2014). The Socially Relevant Philosophy of 
Science movement, or SRPOS, has aimed to supplement and challenge main-
stream philosophy of science by investigating novel objects of study and devel-
oping novel conceptual frameworks for understanding those objects, with the 
goal of offering philosophical insight on topics of contemporary social or polit-
ical relevance.1 

This quickly changing landscape, we believe, calls for a reevaluation of 
the notion of the role of the scientific community itself and its uses within phil-
osophical work, and our project here constitutes some first steps in that direc-
tion. In this paper, we want to argue for two related claims. First, the notion of 
the scientific community remains important for the philosophy of science — 
even in its most contemporary or innovative incarnations. Second, this concept 
suffers from two significant but underappreciated weaknesses that cast doubt 

 
1 Paradigms of SRPOS for us include Cartwright (2007), Mitchell (2009), Parker (2010) and 
the contributions to Plaisance & Fehr (2010). 
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on its ability to play the roles that are demanded of it. If these two claims are 
true, then the place which such a concept takes in our understanding of science 
itself needs to be carefully rethought, work which we hope philosophers will 
increasingly tackle head-on. 

We will proceed as follows. First, in §2, we will consider whether or 
not a notion of the scientific community is really necessary in contemporary 
philosophy of science, arguing that indeed it is, whether references to it are 
made tacitly or explicitly. Next, we turn to the two problems with this notion 
that we believe contemporary science poses. In §3, we discuss research on 
drones — autonomous or remotely piloted aerial vehicles — and argue that the 
rise of democratized or “garage-scale research” challenges what we will call 
boundedness, or the notion of a well-defined, clearly bounded scientific com-
munity. We show how this breakdown of the scientific community leads to 
conceptual and practical problems for Janet Kourany’s recent work on ethics 
codes. In §4, we discuss control systems research as an example of what we will 
call interconnectivity. We show that this poses a problem for Heather Douglas’ 
account of the responsibilities of scientists. We conclude in §5 by suggesting 
that things may not be so dire. The problems we identify are conceptual or 
philosophical, but also practical and institutional, and this means that there 
may be practical and institutional responses to the philosophical problems. 

2. What Good is a Scientific Community? 

Why has the notion of the scientific community been useful thus far to philos-
ophers of science? We argue that this notion is implicated in most of our usual 
understandings of theory choice and scientific change. In the Postscript to The 
Structure of Scientific Revolutions, Thomas Kuhn recognizes that his central 
notion of “paradigm” is crucially connected to the notion of a scientific com-
munity: 

The term ‘paradigm’ enters the preceding pages early, and its manner of entry 
is intrinsically circular. A paradigm is what the members of a scientific 
community share, and, conversely, a scientific community consists of [people] 
who share a paradigm. (Kuhn, 2012, p. 175) 

For Kuhn, then, the theoretical work of isolating a paradigm is coextensive 
with the sociological or empirical work of isolating a scientific community. 
Kuhn presents what we might call a “traditional” view of the nature of these 
communities: they consist of “the practitioners of a scientific specialty,” who 
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have “undergone similar educations and professional initiations; in the process 
they have absorbed the same technical literature and drawn many of the same 
lessons from it” (Kuhn, 2012, p. 176). Such an idea of the scientific communi-
ty thus describes such communities in terms of patterns of training, institu-
tional structures, university departments, and similar traditional markers. Simi-
lar analyses were offered by the likes of Ludwig Fleck (Fleck, 1979), Imre 
Lakatos (Lakatos, 1978), and Marjorie Grene (Grene, 1985). All of these au-
thors treat scientific communities as reasonably well-delimited entities. 

Near the end of the twentieth century, feminist philosophers of sci-
ence developed analyses of concepts such as objectivity and evidence that ex-
plicitly refer to scientific communities. In an early contribution to what is now 
called social epistemology, Lynn Hankinson Nelson argued that individual 
knowledge claims depend on “community criteria, public notions of what con-
stitutes evidence”; claims that do not satisfy the criteria of the relevant com-
munity are either rejected — do not constitute knowledge — or require “a 
change in our standards of evidence.” In either case, “I can know only what we 
know, for some we” (Hankinson Nelson, 1990, p. 255). In her influential ac-
count of objectivity, Helen Longino proposes to treat it as a property of scien-
tific communities rather than individual scientists. Such communities are ob-
jective insofar as they exemplify certain features that promote a critical ex-
change of views among (groups of) individual scientists (Longino, 1990, p. 
76ff). Notably for our purposes, Longino brackets consideration of what con-
stitutes a scientific community, but recognizes that its boundaries may be diffi-
cult to pin down: “The precise extension of ‘scientific community’ is here left 
unspecified. If it includes those interested in and affected by scientific inquiry, 
then it is much broader than the class of those professionally engaged in scien-
tific research” (Longino, 1990, p. 69n10). 

Contemporaneously, Joseph Rouse argued that the isolated instances 
of experiment, observation, or data collection of which the scientific process is 
made up only make sense – only “acquire their intelligibility and significance,” 
in Rouse’s words (1990, p. 181) – in the context of a narrative, a story that 
scientists tell each other about the field’s past, present, and future. “The intel-
ligibility, significance, and justification of scientific knowledge,” he claims, 
“stem from their already belonging to continually reconstructed narrative con-
texts supplied by the ongoing social practices of scientific research” (Rouse, 
1990, p. 181). Since these narratives are to be understood as the shared epis-
temic context of the entire scientific community, which creates and continually 



   Challenges for ‘Community’ in Science and Values                                            5 

 

reconstructs them, analysis of that community becomes essential for any fur-
ther analysis of the epistemic commitments of its members. Despite the simi-
larity to Hankinson Nelson’s view, in this particular piece Rouse engages pri-
marily with the work of ethicist and philosopher of social science Alasdair Mac-
Intyre and empirical researchers in the then-new Strong Programme for the 
Sociology of Knowledge. This indicates that, by the end of the twentieth centu-
ry, science studies scholars from multiple fields were deploying the concept of 
the scientific community in a variety of ways.2 

To expand our view beyond the question of scientific theory change, 
consider science, values, and policy, a burgeoning field in the last several dec-
ades. Recent work here makes no less use of the idea of the scientific communi-
ty. A common refrain in this literature (especially when it is written by practi-
tioners or targeted at governmental or regulatory contexts) appeals to the ex-
ample of the Asilomar conference on recombinant DNA technology (Berg et 
al., 1975). Recognizing the potential ethical ramifications of the combination 
of genetic material from different organisms, the research community working 
on such techniques launched a voluntary moratorium on any further research 
in the area, and then came together to draft a set of recommendations for ex-
periments falling into various categories of risk, along with procedures for the 
implementation of these recommendations. Work resumed the following year 
under structures of regulation and oversight largely drawn from the biologists’ 
recommendations. 

Asilomar has become something of a trope in the decades since, de-
spite serious worries concerning its long-term effectiveness and the extent to 
which regulations were relaxed in its immediate aftermath [particularly as pos-
sibilities for commercial exploitation of these technologies were uncovered; 
see Rasmussen (2015)]. Calls for “another Asilomar” have been made across 
contemporary science and technology. Examples may be found in the field of 
 
2 While it is not our aim here to evaluate these different approaches to the concept of the scien-
tific community in the extant literature, we note that in what follows, we have been largely in-
spired by Rouse’s understanding of scientific communities as epistemic communities which 
share a common narrative context and demand constitutive mutual accountability (see below). 
We do not believe, however, that the importance of or response to the problems that we raise in 
this paper will be significantly different depending on the definition of “scientific community” 
that one adopts; the sense of “community” required for our argument to go through is a minimal 
one, instantiated by any such concept that hopes to unambiguously demarcate the extent of such 
communities. 
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synthetic biology, which promises a novel “engineering approach” to the con-
struction and genetic modification of organisms (Ferber, 2004); in the Na-
tional Science Advisory Board for Biosecurity’s call for “another Asilomar-type 
moment” in response to the controversy surrounding human transmissibility of 
avian flu viruses (Berns et al., 2012; Nature Editorial Board, 2012, p. 154; 
Yen & Peiris, 2012); or genetic modification of human embryos (Vogel, 
2015). An Asilomar-like conference (at Asilomar, no less) was even arranged 
by the Future of Life Institute, which produced a series of twenty-three princi-
ples for beneficial AI (Future of Life Institute, 2017). 

One obviously necessary condition for any “Asilomar-type moment” 
is the ability to bring together a well-defined group of researchers who may 
plausibly be said to be the scientific community at issue — with the expectation 
that decisions made by this community will be enacted as community standards 
or norms governing the future work of these scientists.3 Rouse has offered an 
account of such communities, with an emphasis on the way in which these 
kinds of community norms might relate to future behavior, and hence on exact-
ly how Asilomar-type self-regulation could be expected to proceed (Rouse, 
2002, 2006, 2007). A central feature of this account is what we will call con-
stitutive mutual accountability. This has three components: (a) there are im-
plicit or explicit rules for the behavior of members of the community qua mem-
bers, (b) these rules include reflexive rules of accountability and enforcement, 
i.e., rules regulating when and how members of the community identify and 
punish other members who violate the rules, and (c) to be a member of the 
community is, in part, to be accountable to other members for one’s behavior 
qua member, according to these rules, and to hold other members accountable 
for their behavior qua members. In short, the members are mutually accounta-
ble to one another qua members, and this mutually accountability constitutes 
both their individual membership and the existence of the community as a 
community. 

The success, then, of an Asilomar-type event depends on having effec-
tive enforcement mechanisms in the scientific community — on having consti-
tutive mutual accountability. Traditionally, enforcement mechanisms in the 
scientific community include the provision of such scarce resources as research 
 
3 We take for granted that scientists are indeed responsible for the potential moral harms arising 
from their work, and discuss here only how and for which particular harms they should in fact be 
held responsible; for an explicit argument for this claim, see Douglas (2003). 
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funds, graduate student research assistants, and high-status career positions. 
Further, in the last several decades, Institutional Review Boards (IRBs) and 
ethics training requirements have been introduced explicitly to enforce various 
ethical regulations. There is thus a clear chain of necessary conditions here: 
without mutual accountability, there is no hope for an Asilomar-type interven-
tion. Without a community with reasonably clear rules for membership, there 
is no mutual accountability. The scientific community is thus a crucial actor in 
any such regulation of the practice of science. 

Rouse’s mutual accountability is not the only approach to ethics in 
scientific practice that makes important use of the idea of the scientific com-
munity. Another example can be found in Janet Kourany’s ideal of socially re-
sponsible science (Kourany, 2010). In the final chapter of her book, Kourany 
offers a series of powerful criticisms of ethics codes promulgated by such sci-
entific associations as the American Chemical Society and American Physical 
Society: these codes leave such key terms as fabrication, plagiarism, and pro-
fessional development undefined; place only weak or insubstantial responsibil-
ities on scientists, such as “chemists should understand and anticipate the en-
vironmental consequences of their work”; fail to recognize conflicts of interest 
within their own guidelines; omit responsibilities to society, future genera-
tions, and the environment, and to promote diversity within science; inade-
quately assess interventions and other activities; and are either unenforceable 
or lack mechanisms of enforcement (Kourany, 2010, pp. 110–113). This last 
point is especially important, since without enforcement even blatant violations 
of the existing codes continue (Kourany, 2010, p. 114). 

Kourany goes on to argue that the scientific community should regu-
late itself with “clear, accessible, well-publicized ethics codes with clear modes 
of enforcement” (Kourany, 2010, p. 117), before public outrage prompts 
government regulation: 

[I]f the scientific community fails to regulate its own activities, other bodies 
will…. 

Adequate ethics codes…would be constructed by scientists and enforced by 
scientists, and they could be revised…when conditions require it or new 
knowledge enables it. Adequate ethics codes, in short, would represent 
scientists regulating themselves…. 

In addition, adequate ethics codes self-imposed by the scientific community 
and enforced by the scientific community would inspire public trust in science 
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and, in fact, would earn that trust; by contrast, the need for continuing — 
indeed, increasing — regulation of science by external authorities can have no 
other effect than the erosion of public trust in science. (Kourany, 2010, p. 117) 

Kourany’s emphasis on the role of the scientific community is thus quite direct. 
If scientists want to engage in profitable self-regulation, and thus avoid the im-
position of draconian regulation from outside science, the most profitable lo-
cus at which to do so, she argues, are the codes of ethics promulgated by scien-
tific community organizations themselves.4 

While examples of this sort could be proliferated ad nauseam, to close 
this section we would like to gesture at a handful of further cases where the 
concept of the scientific community seems to play an ineliminable role. Work 
in the sociology of science on knowledge transmission and the global structure 
of science, especially discussion of the “center-periphery” model of the dis-
semination of science, are explicitly framed in terms of the structure of global 
scientific communities (Gizycki, 1973; Schott, 1991). Questions about the 
ways in which theory change in fact happens over time sometimes link such 
change with the changing character of the scientific community — for instance, 
“Planck’s Principle,” the idea that younger members of a community will be 
the easier converts to a novel scientific theory, and hence a significant part of 
scientific change is simply waiting for the death of one’s opponents (Hull et al., 
1978).  

3. Democratization: The Drone in My Garage 

If the arguments of the last section have succeeded, then we have demonstrated 
that a significant quantity of work across a variety of areas of philosophy of sci-
ence, both historical and contemporary — though we have focused in particular 
on the values in science literature, for reasons that will soon become clear — 
make crucial reference to a concept of the scientific community. In this section 
and the next, we now want to present two case studies drawn from contempo-
rary work on robotics and intelligent systems that, we think, make serious 

 
4 Notably, a number of universities have also turned toward these sorts of explicit codes of ethics 
in the context of research financing and industry relations (Hillerbrand & Werker, 2019, p. 
1637), and even citizen-science organizations such as DIYbio have expended extensive effort 
developing and publicizing codes of conduct (Eggleson, 2014). 
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trouble for at least any simplistic notion of the scientific community. First, 
consider the extent to which scientific research is democratized.5 

In an article considering the expansion of the use of drones in domes-
tic law enforcement for Time magazine, Lev Grossman begins rather poetically 
— describing his own, household drone: 

A few months ago I borrowed a drone from a company called Parrot. [ … ] The 
Parrot went on sale last May and retails for about $300. It’s a quadcopter, 
meaning it’s a miniature helicopter with four rotors; basically it looks like a 
giant four-leaf clover designed by Darth Vader. It’s noisy and a bit 
fussy, … [b]ut when it’s on its best behavior, the Parrot is a little marvel. You 
control it with an app on your smart phone, to which it feeds real-time video in 
return. (Grossman, 2013) 

Lest we get swept away by the technological novelty, make no mistake: 
“the Parrot is recognizably genetically related to some very efficient killers” 
(Grossman, 2013) — the Predator, Reaper, and other drones in use over Af-
ghanistan, Pakistan, Yemen, and other theaters in the United States’ “war on 
terror” (Alston, 2010). The widespread use of these technologies is by now 
unsurprising – drones are now a familiar feature of our local parks and every 
television or movie recording set worldwide. 

Perhaps more problematically, ethically significant military or terrorist 
uses of these technologies are also widespread.6 Drones place technology that 
was once the exclusive province of the military-industrial complex of large na-
tions into the hands of everyday civilians. One of the first high-profile cases of a 
(failed) terrorist use of such an aerial vehicle occurred in 2011, when Rezwan 
Ferdaus was arrested outside Boston after having scouted locations in Wash-
ington, DC, from which to launch explosive-laden toy aircraft at the Pentagon 
 
5 In choosing the term “democratization,” we mean only to imply widespread access to these 
technologies with low barriers to entry, not a normative claim that such access is intrinsically 
good (e.g., as discussed by Simons, 2021, pp. 171–172). 
6 This concern obviously brings us close to the problem of dual-use research — research that 
could simultaneously be used to benefit or harm humanity (Ehni, 2008; Evans, 2014; S. Miller, 
2013, 2018; S. Miller & Selgelid, 2007) — and the moral responsibilities of scientists faced with 
such research. The two case studies that we will discuss are indeed drawn from the dual-use liter-
ature, though we do not have the space here to consider the definition and impact of dual-use in 
general. This also means we will not take a position here on whether dual-use is a valuable frame 
in the first place, or rather “distorts the debate about bioterrorism and truncates discussion of 
the moral issues” (Buchanan & Kelley, 2013, p. 195). 
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and US Capitol Building (Goodnough, 2011). The first successful use of such 
technologies in a terrorist context occurred in 2013, when Hezbollah deliv-
ered explosives via drone against Syrian targets; further uses in 2015 and 
2017 by ISIS and an effort to assassinate Venezuelan president Nicolás Madu-
ro using two modified DJI camera drones in 2018 are also notable (Braun, 
2020; New America, 2020). And it is not only actions by “rogue” or “terror-
ist” groups that might (or should) concern scientists: one must also evaluate 
the open use of such technologies by democratic governments to determine 
whether or not those uses, controlled though they may be by democratic pro-
cesses, in fact merit changes in the scientific process.7 

For scientists working in drone research (and philosophers of science 
interested in understanding them), these incidents raise an obvious and press-
ing question. How might we intervene in order to preserve ethical uses of 
drone technology — of which there are, of course, many! — while preventing, to 
the extent that we are able, (mis)use of such robotic systems for unethical pur-
poses? As we have discussed in the preceding section, there is an extensive dis-
cussion of precisely this question in the literature on values in science. But this 
literature, in turn, has relied in many cases on a concept of the “scientific 
community” as a well-defined entity that can be the target of an intervention 
designed to control unwanted uses of technology, the adopter of an effective 
code of ethics, or the arbiter of punitive action designed to enforce community 
standards. 

It is here that we believe this case study demonstrates the first major 
problem for such notions of the scientific community. Widespread possibilities 
for democratized technology pose a threat to what we will call the boundedness 
of the scientific community, potentially rendering these enforcement mecha-
nisms ineffective.8 In these cases, it becomes difficult to draw clear boundaries 

 
7 For the uses of such technologies in practice, see, e.g., International Human Rights and Con-
flict Resolution Clinic and Global Justice Clinic (2012); for more on the question of the rela-
tionship between democratic decision-making and science, see Kitcher (2001, 2006). We are 
inspired in this point by the distinction between “dual use problem 1” and “dual use problem 2” 
drawn by Buchanan & Kelley (2013), p. 196. 
8 Democratization is particularly visible in the context of drone research, but noteworthy trends 
toward democratization can be found elsewhere, even in more traditionally “laboratory” driven 
fields like molecular biology (see Ledford, 2010; Simons, 2021; Talbot, 2020). One frequently 
raised point concerning the ethics of CRISPR-Cas9 gene editing is precisely that its low cost and 
ease-of-use make controlling it difficult (what Mariscal & Petropaganos, 2016 call the “power 
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around a given scientific community — to determine who counts as a member of 
that community and what kinds of research should be taken to constitute it.9 As 
we will see, this failure of boundedness causes acute problems for several of the 
ways in which we saw scientific communities being put to philosophical use in 
the last section. 

Consider, for instance, the ways in which the agreed-upon standards 
following from an Asilomar-type event might be promulgated in the scientific 
community. As we discussed above, many of the enforcement mechanisms that 
arise in this context involve the distribution of scarce resources such as grants, 
jobs, and high-profile journal publications. A democratized scientific commu-
nity in which boundedness fails tends to lose the need for such scarce re-
sources. Development of novel applications of drone technology now requires, 
at most, a small business loan and some bright undergraduates, not an exten-
sive research and development program. This enables such researchers to op-
erate beyond the purview of IRBs and other enforcement bodies.10 

 
problem”). Versions of democratization can even be envisaged for the manufacture of chemical 
weapons (S. Miller, 2018, p. 68). 
9 While we lack the space to explore the question here, it is notable as well that there might be a 
sort of feedback process between communities and technologies in this sense. The presence of a 
DIY-drone community online, or even a community constituted by the users of a particular off-
the-shelf technology, could be precisely the thing that makes drone technology democratically 
accessible. Such communities will also, we think, echo the problems we will discuss here of dif-
fuse boundaries and lack of incentive structure. Thanks to Massimiliano Simons for raising this 
idea. 
10 One might want to distinguish between researchers and users of a technology, with distinct 
sets of norms for the two sets of actors. Why think it a problem if military users of drones in war-
fare don’t comply with the rules of human subjects research? But “democratization” means that 
this traditional distinction between researchers and users can easily break down in practice. 
Consider a group of hobbyists at a makerspace who modify commercial drones in ways that ex-
tend their flight time, allow them to coordinate autonomously in a swarm, allow them to track 
individuals as they enter and travel in vehicles, or the like. Then these hobbyists test these new 
capabilities by deploying the drones in public areas (that do not have drone restrictions). Should 
these hobbyists be considered users or researchers? Their activities seem to be going beyond 
“mere application,” from use into research. But insofar as they are considered “researchers,” 
how should IEEE identify and enforce an ethics code on their research? And why think that 
IEEE has the authority to do so? If not IEEE, then who would have authority, and which norms 
apply? Our point is that these questions do not have clear answers because of the way “non-
researchers” can engage in drone research. We thank an anonymous reviewer for raising this 
objection. 
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The failure of boundedness also threatens Rouse’s notion of constitu-
tive mutual accountability in a more fundamental way. Insofar as the relevant 
enforcement mechanisms break down, individual scientists are not de facto ac-
countable to other scientists, whether or not they are accountable de jure. 
Then, by Rouse’s condition (c) above (that being a member of a scientific 
community just is, in part, being accountable to its other members), these indi-
viduals are not de facto members of the scientific community. Taken to the ex-
treme, a scientific community in which boundedness has entirely broken down 
has no members, and so does not exist. The enforcement problem created by 
democratization is, at the same time, an ontological problem for the scientific 
community. 

From Kourany’s perspective, if we hope to find a place where institu-
tional codes of ethics might produce constructive intervention in drone re-
search, the Institute of Electrical and Electronics Engineers (IEEE) Robotics 
and Automation Society would seem to be the place to start looking. Indeed, 
they have a “Technical Committee for Robot Ethics” that has published a 
number of articles and features a number of philosophers – but includes no 
concrete code of conduct for IEEE members (beyond the code of conduct that 
applies to the society as a whole, see Institute of Electrical and Electronics En-
gineers, 2021). However, even if the IEEE Robotics and Automation Society 
did have a more substantive code of ethics addressing drone research, it would 
not seem to be enforceable in a democratized context. The society is a profes-
sional organization, not an accreditation or licensing body; membership is vol-
untary, and the primary benefits of membership are access to society publica-
tions, conferences, and social events run by local chapters. Any attempt to cen-
sure unethical “rogue” drone research would, we expect, simply prompt the 
researcher to leave the organization. It is simply too easy for the rogue engi-
neer to continue their work “in their garage” and outside of the scientific 
community. 

Kourany might respond that mutual accountability is often managed 
implicitly or informally. For example, a lab group might have a rule against ex-
tended conversations in the main lab space when other people are trying to 
work there. This rule need not be explicit for the members of the group to en-
force it. People trying to work might put in earplugs or put on headphones in 
an exaggerated way; violators might receive dirty looks or be asked (more or 
less directly) to take their conversation out into the hallway; and persistent vio-
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lators might be punished in indirect ways, such as by being assigned desks in 
undesirable locations outside of the main lab space. 

On a larger scale, ethics codes might also be enforced informally and 
indirectly. Single violations might mean that one’s paper is not accepted in the 
professional society’s journal or annual conference; persistent violations might 
mean that one’s work is not taken up by one’s colleagues, one has a higher 
burden of proof in peer review situations, and so on. 

However, we believe that, on the larger scale, even informal and indi-
rect enforcement mechanisms require a certain degree of explicit, formal, or 
institutionalized enforcement (and vice versa). For instance, if an individual 
journal editor or granting agency program manager tried to adopt a higher 
burden of proof for persistent violators, we expect that many of her colleagues 
would be outraged. This mechanism would only be viable if either (a) the 
mechanism were kept secret or (b) the board of directors (or analogous govern-
ing body) wrote the mechanism explicitly into the journal or agency’s peer re-
view guidelines. Option (a) is obviously problematic in numerous ways; option 
(b) makes the mechanism formal or explicit. 

In addition, the problem of an unbounded community can reappear at 
the institutional level. In the US, the National Robotics Initiative [NRI] has 
been a major source of federal funding for robotics research (Hicks & Sim-
mons, 2019). Multiple agencies of the US federal government participate in 
NRI, and so it might seem to be an ideal agency to enforce a code of ethics for 
robotics research. Because NRI is primarily administered by the US National 
Science Foundation, several of its program managers and many of its peer re-
viewers have been active academic researchers; NRI thereby seems to combine 
both the external coercive power of government regulation and the sense of 
community self-enforcement. However, not all US agencies that fund robotics 
research participate in NRI. While the Office of Naval Research in the US De-
partment of Defense [DOD] participated in the past, DOD is no longer listed 
as a participating agency in the most recent NRI solicitation (National Science 
Foundation, 2021). So a code of ethics enforced by NRI might not apply to 
DOD-funded research. 

On Rouse’s account, the normative authority or force of the rules — 
more broadly, of the system of mutual accountability among members of the 
community — comes from within the system of mutual accountability itself: 
these rules govern our behavior because they were established by the process 
that the rules have laid out for establishing our rules (Rouse, 2007, p. 48). 
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This is circular, but not viciously so, as long as the system is self-correcting 
over time (where self-correction is, again, a reflexive feature of the community, 
Rouse, 2007, p. 53). There is a similar non-vicious-because-self-correcting 
circularity in the history of science: these observations are trustworthy because 
our best theories tell us they were made in the correct way, and our best theo-
ries were established by trustworthy observations. Rouse emphasizes that this 
account of normative authority is naturalistic, and we add that it is democratic 
in a sense: these rules have normative authority over us, not because they have 
been handed down by some higher authority (God, pure practical reason, or 
the state), but because we collectively recognize them as having normative au-
thority over us (Rouse, 2006, p. 504). 

But the breakdown of constitutive mutual accountability — as, we 
claim, happens when boundedness fails as a result of democratization — takes 
us out of this circularity, and it is difficult to see how we are supposed to get 
back in. Suppose the IEEE Robotics and Automation Society or NRI develops 
a substantive ethics code for drone research in line with Kourany’s recommen-
dations.11 The committee may be able to claim normative authority over mem-
bers of the society or recipients of funding, insofar as to be a member of the so-
ciety or accept such money is to agree to have one’s behavior regulated by the 
society’s rules (and likewise for the funding program and the researchers it 
supports). But it’s hard to see how they could claim such authority over indi-
viduals who choose to leave the society or seek funding elsewhere because 
their drone research would violate the new ethics code. 

Note that this is not the problem of enforcement discussed above. En-
forcement is a practical problem: in what concrete ways shall we punish people 
who violate these rules? The problem here is the prior or more abstract prob-
lem of normative authority: roughly, why is anyone morally obligated to obey 
these rules, and why is it morally permissible to punish violators? 

4. Interconnectivity: Control Systems Research 

Researchers are, and ought to be, held responsible for the consequences of 
their research — practically, professionally, as well as morally. But, insofar as 
ought implies can, this entails that individual researchers are able to make 
 
11 Proposals for such a code in the field of robotics more broadly have been presented by, for 
instance, Riek & Howard (2014) and, as already discussed, Future of Life Institute (2017). 
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themselves sufficiently aware of the future practical, professional, and moral 
impacts of their laboratory work. In this section, we make trouble for this idea 
in the context of contemporary scientific research, by pointing to another fea-
ture of the scientific community — its interconnectivity — which problematizes 
the extent to which any individual researcher could have epistemic access to 
the future results of her work, even those results for which she might well be 
held accountable.12 

Consider research into control systems. Control systems are ubiqui-
tous — any time that one finds a set of “subsystems and processes assembled for 
the purpose of obtaining a desired output with desired performance, given a 
specified input,” a control system may well be at work (Nise, 2011, p. 2). Eve-
rything from elevators and hot-water heaters to airplanes, rockets, and robots 
are governed by control systems, which ensure that their output states remain 
within desired parameters in response to inputs and disturbance from the ex-
ternal environment. 

A researcher working on cutting-edge problems in control systems re-
search would generally work with some kind of model system — whether a phys-
ical device or a computer model. This model system probably does not in itself 
result in any ethical consequences of note; it likely would not be able to func-
tion outside its limited laboratory context. Some nearly-immediate applications 
would, of course, be reasonably obvious. Were our researcher working on how 
to process input from gyroscopic stabilizers, she would know that her work had 
ready application to the aerospace realm. However, once published, this work 
can be used by anyone with access to the publication. Such research could thus 
be used for anything from hobbyist remote-controlled helicopters, to the next 
generation of NASA launch craft, to the newest iteration of the Predator or 
Reaper drone. In the latest version of the United Kingdom’s autonomous-
drone test system, Taranis, expected to enter service around 2030, one of the 
 
12 As was the case with democratization, a number of other fields have exhibited pronounced 
trends toward interconnectivity. To mention only a few, recent defenses of the importance of 
sciences as diverse as natural history (Greene, 2005; Tewksbury et al., 2014) and systems biol-
ogy (Calvert & Fujimura, 2011; Eddy, 2005; O’Malley & Soyer, 2012) have appealed to the 
many and often unexpected ways in which their fields are connected to a host of neighboring dis-
ciplines, and have consequences which regularly spill over from purely scientific concerns into 
society more broadly. More broadly, Sabina Leonelli has highlighted a host of such connections 
that arise across the contemporary use of “big data” in the life sciences (Leonelli et al., 2013; 
Leonelli, 2016). 
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Ministry of Defence’s explicit goals is “the successful integration of off-the-
shelf technologies, including automation, command and control, sensor inte-
gration, and payload integration” (Larrinaga, 2013) — that is, the defense in-
dustry is actively working to integrate more technologies developed by third 
parties and published publicly. In this kind of case, it is much more difficult for 
the researcher to anticipate how her work will be used, even just a short dis-
tance downstream. 

Control systems, therefore, demonstrate what we will call the extreme 
interconnectivity of contemporary scientific research.13 In an environment where 
technological innovation often takes the form of the combination of a variety of 
“off-the-shelf” scientific and technical components deriving from a whole host of 
a priori unrelated domains of study, it becomes genuinely difficult to determine 
the downstream consequences of a particular piece of research. This forms half 
of the classic “Collingridge dilemma” for the regulation of technology – our rela-
tively poor performance at, as Lautenschläger puts it, “correlating research and 
development with results” (Lautenschläger, 1985, p. 699). If the interconnec-
tivity of science rises to such a degree that these correlations become practically 
impossible to draw, we argue that we find a new kind of threat to the scientific 
community — the discreteness of such communities is called into question, as 
there are too many avenues of scientific research with too many interacting 
downstream consequences for us to be able to readily separate their influence 
and impact. Control systems research, for instance, creates an environment 
where it becomes difficult to know whether a particular piece of technology “be-
longs” to the study of control systems, robotics, artificial intelligence, aerospace 
engineering, mechanical engineering, and so forth. The complex web of inter-
connections between such domains makes it increasingly difficult to conceive of 
such research as cleanly composed of discrete sub-communities. 

 
13 Interconnectivity, in our sense, is different from interdisciplinary collaboration. Collaboration 
is “synchronic,” with team members of different disciplinary backgrounds working together on 
the same project. Interconnectivity, by contrast, is “diachronic,” with research outputs from 
field 𝐴 being taken up and utilized for a different project in field 𝐵. (Or, indeed, research out-
puts from fields 𝐴1, … , 𝐴𝑛  taken up and utilized by field 𝐵.) Interdisciplinary collaboration is 
also interactive within a single project, with ongoing exchanges across disciplinary boundaries 
(although see Brister, 2016), while interconnectivity is often a unidirectional transmission of 
information from 𝐴 to 𝐵, at least within the scope of a single project. We thank an anonymous 
reviewer for encouraging us to clarify this contrast with interdisciplinarity. 
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We are not the only authors to have noticed this feature of contempo-
rary science, which is now increasingly ubiquitous. As Justine Johnstone has 
written in the context of the ethics of information technologies: 

Even where agents can be individuated, features of systems such as non-linearity, 
opaqueness, positive feedback loops and complexity mean that agents are 
frequently unable to predict the outcomes of actions, assess the potential for 
unintended negative consequences, or even clearly distinguish causes and effects. 
(Johnstone, 2007, p. 74) 

Among other mechanisms, interconnectivity frustrates the anticipa-
tion of downstream research by facilitating novel applications of research pro-
grams, and especially novel combinations of emerging technologies. Control-
systems research, for example, might be combined with work on automotive 
pathfinding, range detection, and navigation to produce automated vehicles 
(Fountain, 2012), or with innovations in stable quad-rotor helicopter produc-
tion and mobile web applications to create a helicopter-based taco delivery sys-
tem (TacoCopter, Inc., 2012). Both of these applications combine recent de-
velopments in, to take only a few examples, control systems, mobile internet, 
and precision mapping technologies. While many researchers in each of these 
three areas may have been able to anticipate the developments in their specific 
field that are applied in these examples, and several may have been able to an-
ticipate that technologies in these areas would be combined, we suggest that 
almost no individuals would have been able to anticipate these specific tech-
nologies a few decades ago, when the groundwork for such developments was 
initially laid. 

Novel combinations are not a new product of interconnectivity. In-
stead, we suggest that interconnectivity facilitates novelty. It is of course the 
case that no technological innovation starts “from scratch” – engineers always 
build upon the resources available to them at the time. But interconnectivity, 
by giving engineers a wide array of stable, readily available, off-the-shelf tech-
nologies that are very broadly applicable (such as internet access, GPS, freely 
available maps and other forms of public data, 3D printing, general-purpose 
microcontrollers, and a wide array of open-source software products), allows 
the initial phases of product development, from concept to initial prototype, to 
proceed extremely rapidly, scaffolding on these other freely available techno-
logical developments. 
 Heather Douglas has argued that scientists are morally responsible for 
the reasonably foreseeable consequences of their research (Douglas, 2009, 
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ch. 4; Douglas, 2014). That is, scientists have moral responsibilities to antici-
pate consequences of their research (avoiding negligence) and to properly 
weigh the benefits and harms of those consequences (avoiding recklessness). 
Both negligence and recklessness are indexed to the community of scientists, 
e.g., non-negligence requires anticipating consequences that could have been 
foreseen by the community of scientists.14 
 In the previous section we challenged the assumption that there is a 
community of scientists. Here we consider an argument that the failure of dis-
creteness renders impossible anything more than short-term foresight. As the 
case of control systems research shows, it will often not be possible for scien-
tists to carry out this evaluation of the downstream consequences of their re-
search, because they are not in a position even to be aware of the downstream 
connections of that research. Put briefly, where should such a researcher look 
in order to find those consequences? A traditional rule of thumb — something 
like, within one’s own community and perhaps a few neighboring communities 
with which one has well-defined connections — seems to break down. As dis-
creteness begins to fail, the range over which a potential researcher must look 
becomes prohibitively large.15 The control-systems researcher from the case 
study above cannot know whether her work will be used to stabilize a rocket to 
Mars, a missile over Pakistan, or the TacoCopter. As noted above, she may 
have some idea about immediate applications or domains of interest, as well as 
some information from her laboratory group’s own testing. But after the re-
search is published or sold, predicting the work’s future trajectory becomes 
nearly impossible. Indeed, she can reasonably expect that, after her research is 
completed, unanticipated and even unanticipatable field applications of the 
code will be developed. Thus it seems to be impossible for her to satisfy her re-
sponsibilities to avoid negligence and recklessness. 

 
14 Such accounts become more complex — though still ascribe significant moral responsibility to 
the relevant scientists at issue — if we take more seriously the fact that scientific research is a col-
lective action, and hence the moral responsibility at issue is also in an important sense collective 
(see S. Miller, 2013, pp. 199–202; S. Miller, 2018, ch. 4). Such collective responsibility also 
exacerbates the reliance on concepts of the scientific community, for it is important to know who 
forms the relevant collective. 
15 Notably, part of what makes this foresight difficult is the fact that, according to all of the con-
ceptions of scientific community discussed in the introduction, scientific communities are (or at 
least are nearly) mono-disciplinary entities. Looking beyond one’s community thus demands 
difficult interdisciplinary translation work. 
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One response to this argument would concede that only the obvious, 
immediate applications of a given research program are reasonably foreseea-
ble; maintain that her responsibilities to avoid negligence and recklessness ap-
ply only to the reasonably foreseeable downstream consequences; and con-
clude that she is responsible only for the obvious, immediate applications. 

We find this response far too undemanding, for two reasons. First, a 
simple-minded reading implies that the scientist can satisfy her responsibilities 
simply by limiting her ability to exercise foresight. Any number of skeptical ar-
guments could be used to claim that no one can really know the consequences 
of some new technology; thus all the downstream consequences are unforesee-
able and so she is not responsible for any of them. A similar version of such 
skepticism has been taken up by Bruno Latour, who has argued that, faced with 
the threat that the problem of foresight will be read instead “as proof that no 
action was possible any more” (Latour, 2011, p. 25) because the task of 
weighing consequences has become impossible, we should respond instead by 
reinforcing the responsibility of scientists “to care for our own creations,” to 
ensure that “unexpected consequences are attached to their initiators and have 
to be followed through all the way” (Latour, 2011, pp. 20, 25).16 

Second, and less trivially, in numerous historical cases scientists have 
been held responsible (albeit not criminally liable) for failing to properly man-
age uncertainty about the consequences of their work. Consider the public 
controversy surrounding chemical pesticides after the publication of Rachel 
Carson’s Silent Spring and the contemporary controversy over genetically 
modified foods.17 In both cases, a major concern is not so much that scientists 
have failed to exercise reasonable foresight, but rather that they have failed to 
acknowledge the limitations of reasonable foresight. That is, in both cases, 
while there have been some efforts to exercise foresight regarding certain 
harmful downstream consequences — using animal models to test for carcino-
genicity, for example — there has been relatively little attention to the possibil-
ity of harmful consequences that could not be, or even simply were not, fore-
seen by anyone. While it seems too strong to hold scientists responsible for all 
of the downstream consequences of their work — no matter how far into the fu-

 
16 Thanks to Massimiliano Simons for pointing us toward this source. 
17 Civilians can even, in some circumstances, be charged with war crimes, as exemplified by the 
famous “Zyklon B” case; see United Nations War Crimes Commission (1947). 
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ture — it seems too weak to hold them responsible only for the foreseeable con-
sequences. 

It therefore seems likely that researchers working in domains where 
interconnectivity is high enough to challenge the discreteness of scientific 
communities will not be able to avoid the problem of foresight as we have de-
scribed it here. Such interconnectivity makes it incredibly unlikely that a re-
searcher will be able to reasonably foresee the consequences of her work, in-
cluding consequences for which she may well be responsible. 

5. Conclusion 

We have, we recognize, been primarily critical in our work here. We have de-
scribed two ways in which the contemporary landscape of scientific research 
makes trouble for the notion of the scientific community in the philosophy of 
science — including research in the context of the science and values debate 
that has endeavored to be sensitive to precisely these complexities. The in-
creasingly common features of democratization and interconnectivity have 
contributed, we argue, to the failure of boundedness and discreteness in scien-
tific communitites. To be sure, some of the questions we have raised wait on 
further empirical research, which we keenly recognize. Just how seriously 
should we take the possibility of democratization in various scientific fields? 
What are the best ways to hold scientists accountable? How can “garage-scale” 
researchers best be persuaded to see themselves as members of the broader 
scientific community? We hope that sociological studies of science can help 
shed light on these concerns (see, for example, Cech, 2014; Shilton, 2013). 

But to conclude on a more constructive note, what can be done by 
professional scientists to deal with the ethical and practical issues in play here, 
and how can philosophers of science contribute? As Miller and Selgelid note, 
creativity is required — any analysis of the kind of ethical dilemmas raised here 
must take into account the fact that “the dilemma must, if possible, be resolved 
by designing a new third or fourth option, i.e., by bypassing the dilemma” (S. 
Miller & Selgelid, 2007, p. 543). Our arguments above indicate that the 
breakdown of constitutive mutual accountability among scientists qua scien-
tists amounts to the breakdown of the scientific community. This breakdown is 
driven by technological developments that make it possible for researchers and 
technologists to evade the established institutions of accountability. This sug-
gests that responding to the problem requires reforming existing institutions 
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and establishing new ones, and thereby maintaining the existence of the scien-
tific community. 

We draw on a model for legitimizing values in fields such as environ-
mental public health, sketched by Fernández Pinto & Hicks (2019). They con-
ceptualize legitimacy in terms of relationships of mutual accountability be-
tween scientists, policymakers, and publics, and argue that institutions for par-
ticipatory governance, adaptive management, and participatory research can be 
effective for strengthening these relationships. As we have argued here, fail-
ures of boundedness and discreteness mean that we can’t draw the sharp 
boundaries around scientific communities that Rouse’s relationships of consti-
tutive mutual accountability require. But the model of Fernández Pinto & 
Hicks (2019) suggests that such relationships can extend beyond the bounda-
ries of the scientific community. That is, scientists can be held accountable for 
their actions as scientists — and thus constituted as scientists, according to 
Rouse’s account — not just by other scientists, but also by policymakers and 
publics. In the remainder of this paper, we apply these ideas to the two prob-
lems of democratization and interconnectivity. 

Consider first democratization. The Stop LAPD Spying Coalition is a 
collection of antiracist, police abolitionist, and homeless advocacy organiza-
tions that work together to criticize the militarization of the Los Angeles Police 
Department, especially in its use of surveillance technologies such as “predic-
tive policing” and drones. In their “Drone Report” (Stop LAPD Spying, 
2015), Stop LAPD Spying draws connections between the military use of 
drones in the US war in Afghanistan as surveillance and weapon platforms, on 
the one hand, and LAPD’s longstanding use of novel surveillance technologies, 
on the other. The report argues that drones, as police surveillance technology, 
are subject to “mission creep”: “While the LAPD claims to only want drones 
for limited situations, evidence of domestic drone usage in the U.S. shows a 
much different trend — one which parallels the habit police forces have of ex-
panding the use of novel techniques and technologies beyond their original 
stated intent” (Stop LAPD Spying, 2015, p. 10). The report draws a parallel to 
Special Weapons and Tactics (SWAT) teams. While originally “authorities 
claimed SWAT teams would only occur [sic] in high risk situations such as 
confronting barricaded/armed suspects and active shooter scenarios,” in fact 
“a recent report by the ACLU found that 79% of SWAT deployments were for 
executing search warrants. Sixty-two percent were for drug searches and 65% 
of SWAT raid targets were unarmed” (Stop LAPD Spying, 2015, p. 12). 
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This critique of LAPD’s use of drones was remarkably prophetic. 
Four years after its publication, in August 2019, LAPD adopted a policy that 
drones would be regularly used by the department, but only “in specific situa-
tions, including active shooters, barricaded suspects and search warrants.” The 
drone policy explicitly states that the drones would not be “equipped” with 
weapon systems or “facial recognition software or analysis capabilities” 
(Moore, 2019). However, in October 2020, the LAPD Police Commission 
approved a policy that would allow the department to record and store “aerial 
footage of protests and other large gatherings from its helicopters,” apparently 
including drones (Rector, 2020). 

Stop LAPD Spying has been sharply critical of PredPol, a predictive 
policing technology developed by a partnership between LAPD and Jeffrey 
Brantingham, an anthropologist at UCLA. For our purposes, there are a num-
ber of notable features of Stop LAPD Spying’s campaign to end the use of 
PredPol. First, Brantingham is an academic, and so his work developing Pred-
Pol might not seem to fit our notion of “democratization.” But PredPol certain-
ly exhibits breakdowns of both boundedness and discreteness: an anthropolo-
gist who originally specialized in human habitation in Asia in the Paleolithic 
(e.g., Brantingham et al., 2001) adapting mathematical methods that were de-
signed to predict earthquake aftershocks (Mohler et al., 2011) in order to de-
velop “crime” prediction software for use by police departments. Second, Stop 
LAPD Spying draws on and extends several academic critiques of predictive 
policing in general and Brantingham’s work in particular, including critiques 
of reductionism in social science, the “feedback loop” between police-
generated data and overpolicing, and the social construction of crime (Stop 
LAPD Spying, 2018). Stop LAPD Spying has also developed their own critical 
framework, “The Algorithmic Ecology,” which views PredPol (or other tech-
nology) in the social context of its development and use. As the authors put it, 
PredPol is “designed to operationalize the ideologies of the institutions of 
power to produce intended community impact,” with significant elaboration 
for each emphasized term (Stop LAPD Spying, 2020). These sophisticated cri-
tiques hold Brantingham accountable as a scientist for his role in the broader 
network of actors that support and benefit from predictive policing. The fact 
that he operates (in part) outside of the traditional scientific community does 
not render him beyond scientific accountability. Indeed, Stop LAPD Spying 
can hold Brantingham accountable as a scientist because he’s not an insulated, 
ivory tower academic pursuing research with no social consequences. Third 
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and finally, Stop LAPD Spying’s campaign against PredPol shows that such 
campaigns to hold scientists accountable can be successful: after defending the 
technology for years, LAPD abandoned the use of PredPol in April 2020 (L. 
Miller, 2020). 

Next, the foresight problem. Within scientific communities, reform-
ing practices of peer review could improve foresight and provide institutions 
tools for deliberating about the ethical uses of technologies. For example, the 
US National Science Foundation currently uses peer review panels to evaluate 
the Intellectual Merit and Broader Impacts of research proposals (Holbrook, 
2005); an ethical evaluation of the downstream consequences might be includ-
ed in the Broader Impacts criterion or as a third merit criterion. Or, at present, 
the US National Research Council uses peer committees to produce docu-
ments for policymakers that describe the state of scientific knowledge about a 
wide variety of policy-related issues. These committees could also produce dis-
cussions of the future trajectory of current research and offer advice about 
which paths should and should not be pursued. 

Participatory technology assessment [pTA] provides an important 
model for participatory governance in science policy (Kaplan et al., 2021). 
pTAs are highly structured, deliberative activities, designed to develop and so-
licit the opinions and concerns of members of the general public. Participants 
may be screened for low levels of prior knowledge on a topic, in order to pro-
mote views that are often marginalized in the conventional policymaking pro-
cess (Hicks, 2017; Steel et al., 2020; Tomblin et al., 2015, p. 7), then provid-
ed background reading materials and access to both credentialed experts and 
policymakers during the deliberative activity. While organizers work with 
stakeholders to develop focal questions for deliberation, the pTA structure typ-
ically includes some flexibility that allows participants to refocus and reframe to 
their own concerns (Weller et al., 2021). In terms of foresight, pTA embodies 
the longstanding insight from science and technology studies that publics are 
likely to identify negative impacts of a technology or policy that have been over-
looked by credentialed experts (Epstein, 1996; Wynne, 1989). 

Even if these kinds of measures successfully improve the foresight of 
the scientific community, we expect that foresight will still be limited, and 
again, we believe that scientists’ responsibilities extend beyond the boundaries 
of reasonable foresight. Sandra Mitchell has argued that the complexity of bio-
logical and social systems imposes serious limitations on our ability to control 
and predict their behavior (2009). Thus, “once-and-for-all” policy decisions 
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prevent us from responding appropriately to the development of scientific 
knowledge and unforeseeable consequences of our policies. Instead, policy 
should be based on “adaptive management schemes, which require monitor-
ing, updating, and revision of actions on an ongoing basis” (Mitchell, 2009, p. 
17). She discusses at length the importance of integrating ongoing scientific 
research into the processes of making and remaking public policy (see also 
Norton, 2005). 

We suggest that adaptive management is essential for managing the 
limitations of foresight beyond ecology and environmental policy, and that the 
integration of scientists into adaptive management schemes is one important 
way for the scientific community to exercise its responsibilities with respect to 
unforeseeable consequences. Adaptive management for autonomous vehicles, 
for example, will require the ongoing contributions of control systems re-
searchers, along with other experts in the technical capabilities and limitations 
of such systems. Thus, these researchers cannot wash their hands of the un-
foreseeable consequences of their research as a problem for politicians, regula-
tors, and social scientists. 

Douglas has emphasized that some of scientists’ responsibilities may 
be better satisfied collectively than individually (Douglas, 2014, especially 
pp. 19ff). Thinking in terms of community reform emphasizes social institu-
tions and practices rather than individual bad actors. And Douglas is keenly 
interested in moving forward with institutional changes rather than retrospec-
tively identifying blameworthy individuals. We agree, but extend this thought. 
Where Douglas moves from individuals to communities of scientists, we move 
further to networks of communities, a rich ecology that includes scientific 
communities as well as government agencies and public groups. But we also 
caution that the mere existence of many different communities is insufficient to 
address the challenges raised by democratization and interconnectivity. Stop 
LAPD Spying’s analysis of the “algorithmic ecology” surrounding predictive 
policing (Stop LAPD Spying, 2020) shows that certain configurations of 
communities and institutions can be vicious (in the ethical sense) by reinforc-
ing unjust power hierarchies and marginalizing the communities that are most 
harmed by overpolicing. More virtuous configurations will likely require delib-
erate engineering, as in the way pTAs select participants who are likely to be 
excluded from traditional policymaking (Weller et al., 2021).   
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